ABSTRACT

To conserve energy in wireless sensor networks, clustering is the well-known strategies. However, choosing a cluster head that is energy efficient is crucial for the best clustering. Because data packets must be transmitted between cluster members and the sink node, improper cluster head selection (CHs) uses more energy than other sensor nodes. As a result, it lowers the network’s performance and lifespan. Due to the requirement that this network implement appropriate security measures to guarantee secure communication. This paper provides a novel cluster head selection technique that addresses issues of networks’ lives and energy usages using Spider Monkey Optimised Fuzzy C-Means Algorithm (SMOFCM). The CH is chosen using the Spider Monkey Optimisation method in the proposed SMOFCM approach, which builds on the Fuzzy C-means clustering framework. The hybrid cryptographic technique is appropriate for WSN for safe data transmission because it can address sensor challenges such processing power, storage capability, and energy. The Rivest-Shamir-Adleman (RSA), advanced encryption standards (AES), and the suggested algorithm are all used at various stages. Because asymmetric key cryptography makes key management simpler but symmetric key cryptography offers a high level of security. The AES algorithm has been created for phase 1. Phase 2 employed RSA, and all phases were carried out concurrently. According to the simulation results, it reduces energy use, lengthens the network’s lifespan, and offers faster encryption, decryption, and execution times for secure data transmission.
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trabajo proporciona una novedosa técnica de selección de cabezas de clúster que aborda los problemas de la vida de las redes y el uso de energía utilizando el algoritmo Spider Monkey Optimised Fuzzy C-Means Algorithm (SMOFCM). El CH se elige utilizando el método de optimización Spider Monkey en el enfoque SMOFCM propuesto, que se basa en el marco de agrupación Fuzzy C-means. La técnica criptográfica híbrida es adecuada para la transmisión segura de datos en las WSN, ya que puede hacer frente a los retos que plantean los sensores, como la potencia de procesamiento, la capacidad de almacenamiento y la energía. El algoritmo Rivest-Shamir-Adleman (RSA), los estándares avanzados de cifrado (AES) y el algoritmo sugerido se utilizan en varias etapas. Porque la criptografía de clave asimétrica simplifica la gestión de claves, pero la de clave simétrica ofrece un alto nivel de seguridad. El algoritmo AES se ha creado para la fase 1. En la fase 2 se empleó RSA, y todas las fases se llevaron a cabo simultáneamente. Según los resultados de la simulación, reduce el consumo de energía, alarga la vida útil de la red y ofrece tiempos de cifrado, descifrado y ejecución más rápidos para la transmisión segura de datos.
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INTRODUCTION
Numerous sensor nodes are utilised in a wireless network to communicate, compute, and sense between base station and each sensor. Environmental monitoring, traffic monitoring, building structure monitoring, military intelligence gathering and sensing, wildfire detection, habitat monitoring, pollution monitoring, and other domains are among the many areas in which WSN are applicable. A wireless sensor is a node equipped with sensors, transceivers, computers, and power. The computing power, storage, and communication bandwidth of the nodes are all constrained. They use Sinks/Gateways linked to external networks or internet and have wireless connections amongst themselves. Security consequently becomes important feature in wireless sensor networks.

Several different algorithms, cryptography, steganographic, and other approaches are used to safely transmit different types of information via networks. A crucial component of a secure wireless sensor network is cryptography. Numerous cryptography methods, including symmetric, asymmetric, and hybrid ones, have been presented thus far. One secret key is utilized exclusively for decryption and encryption in symmetric key cryptography systems. If that key is lost, the attackers are able to breach the system’s entire security. Asymmetric key cryptography methods encode and decrypt data using two different keys. The main problem in this case is key distribution among the communication parties. When contrasted to the symmetric key and, asymmetric key cryptographic process presents superior security in a wide range of applications.

The problem of energy efficiency in Internet of Things (IoT) devices based on Wireless Sensor Networks (WSN) is very hard to tackle with the existing technique. In networks with limited resources, data transmission between nodes can be achieved with great efficiency by using cluster-based hierarchical routing algorithms. Because in order to provide safe communication, this network has to provide appropriate security measures. The hybrid cryptography method can handle issues with compute, storage, and energy for sensors, making it suitable for WSN.

SMOFCM algorithm for energy-based cluster head selection, was developed to address these problems. For safe data transfer, a hybrid cryptographic system with complete security is used. The suggested approach is utilized to extend network lifespan and use less energy. In the recommended SMOFCM method, the cluster formation is constructed utilizing Fuzzy C-means clustering frameworks, and CH is selected using Spider Monkey Optimization strategy. Six important activities have been completed to promote safe interaction within the WSN for secure data transmission. It introduces a new two-phase cryptography method that combines symmetric and asymmetric techniques. The Rivest-Shamir-Adleman (RSA) and advanced encryption standards (AES) algorithms are utilized in various stages of the proposed technique. Because asymmetric key cryptography makes key management simpler but symmetric key cryptography offers a high level of security. Finally, the experimental findings indicate that combining the data and producing the data to the receiver without any attacks increases network lifetime, lowers energy consumption, and prevents attacks.

Literature review
Samiayya et al. The ideal CH is chosen from the cluster group via a new technique called Hybrid Snake Whale Optimisation (HSWO), which aids the information broadcasting network to the target. The initiation phase, the CHS phase and the route maintenance phase are the three key phases that make up the suggested

https://doi.org/10.56294/sctconf2024650
concept. The distance model, network model, and energy model are created during the initialization step. Second, using the HSWO algorithm and taking into account the limitations of delay, energy, and distance, the best CHs are chosen by eliminating the worst ones from the clusters. During the route maintenance phase, the efficient way is chosen to transmit the sensed data to the target without link breakage. The suggested HSWO algorithm produced a greater network lifetime and normalised network energy compared to other current methodologies, according to the findings of testing the method’s efficacy as measured by several metrics.

Narayan et al. Fuzzy based method combined with Grey Wolf Optimisation Algorithm (FGWOA) is a new algorithm that has been introduced. The facilitates cluster formation by helping to detect the most effective path for data transmission to the network base station (BS) and best approach for selecting the aggregation sites utilising the cluster heads (CH). The node’s lifetime is maximised by the recommended best option of numerous aggregation points. In comparison to different existing protocols, the simulation results of FGWOA demonstrate superior performance and longer network lifespan.

**METHODOLOGY**

The functioning of the SMOFCM technology is given in this section. Each protocol round’s setup and steady state phases are distinct. The process of choosing the CH is accelerated during setup. During the setup phase, BS employs SMO as a device to build energy-efficient clusters for a certain NAN sensor, non-overlapping distance, and network residual energy. The CHs gather information from the people in their local cluster during the steady-state intervals and transmit it to base stations (BS).

**Fuzzy C-means (FCM) Clustering**

The membership function in FCM ascertain extents to which individual data points are connected to clusters. Choosing the centroids of clusters are essential for efficient grouping. Channels are isolated from their own centroids for avoiding interchannel dependences. By comparing similarities or dissimilarities of data points to cluster centroids, cluster memberships are established. Distances are measured using the Euclidean formula specified in equation 1.

\[
F_{CM} = \sum_{a=1}^{k} \sum_{d=1}^{N} \left( \frac{f_{da}}{f_{da}} \right) \left( y_{a} \right) \tag{1}
\]

where \( \sum_{a=1}^{k} \left( f_{da} \right) = 1 \)

The fuzzifier parameter \( p \) was utilized to automate the objective function’s membership degree control. Equations 2 and 3 were applied to the membership centroid and degree value, respectively.

\[
x_{da} = \frac{1}{\sum_{a=1}^{k} \left( f_{da} \right) ^{p}} \tag{2}
\]

\[
y_{a} = \frac{\sum_{d=1}^{N} x_{da}^{p} \left( y_{a} \right) }{\sum_{d=1}^{N} x_{da}^{p}} \tag{3}
\]

The object’s membership also reflects the level of input performed by each data object to the novel cluster centre being adjusted in the clustering centre update. While it is a relative number, the resultant membership not included when a typical representation is used. As a result, the cluster center indicated by these memberships may or may not be the true cluster center. It may eventually result in an unexpected cluster result.

**Cluster Head Selection**

The SMO approach is used to optimize network longevity. If any damaged nodes are incapable to send data, collaborate with surrounding nodes to replace them. The Cluster head SMO type reported in this study enhances on the original SMO’s efficiency by leveraging node replacement. The SMO was designed to address the challenge of keeping them contained within a small space. The arithmetic model for SMO is provided by equation 4.

\[
f_{SMO} = \begin{cases} ET_{y} + q_{1} \left( VC_{y} - NC_{y} \right) q_{2} + NC_{y} |q_{3} | \geq 0 \\ ET_{y} - q_{1} \left( VC_{y} - NC_{y} \right) q_{2} + V C_{y} |q_{3} | < 0 \end{cases} \tag{4}
\]
Where, $T_y^x$ is the $y$th dimension’s first cluster head position, $ET_y$ implies positions of food Sources in $y$th dimensions, $VC_y$ represents $y$th dimensions’ upper bounds, $NC_y$ is $y$th dimensions’ lower bounds and $q_1, q_2$ are random numbers in the range $[0, 1]$. Equation 5 uses the significant coefficient r1 to balance the food acquisition and consumption processes.

$$q_1 = 2f(-\frac{r_1}{M^2})$$ (5)

The number $L$ represents the recent round, and $M$ represents the extreme number of rounds, where $q_1$ is a substantial SSA coefficient.

**Spider Monkey Optimization**

To replicate smart actions in spider monkeys, SMO use a mathematical model derived from the Fission Fusion Social Structure (FFSS).\(^{(15)}\) According to the FFSS, 100 monkeys remain from greater groups to smaller ones to conduct a search. The subsequent are the FFSS’s primary mechanisms:

- Every spider monkey begins life in a troop of 40-50 others. Each team has an organizer controlling investigations of food resources and are referred to as global leaders (GL).
- The global leader splits the whole group into segments with three to eight members each who can hunt on their own when there is not enough food for everyone. local leaders (LL) subsequently take charge of their groups.
- Each sub-group’s food hunt was decided upon by the local leader.
- Group members use a distinctive sound to communicate with each other and with other members of the group for preserving social relationships and defensive boundaries.

The scientific model of SMO’s searching behavior for optimization issues is divided into six parts. SMO generates starter populations of spider monkeys at arbitrarily. A D-dimensional vector represents spider monkeys. Let $Q_{ab}$ represent a$^b$ individual’s b$^a$ dimension. Each $Q_{ab}$ in spider monkey optimization is configured as follows equation 6.

$$Q_{ab} = Q_{\text{min}_b} + S(0,1) \times (Q_{\text{max}_b} - Q_{\text{min}_b})$$ (6)

Where $Q_{\text{min}_b}$ and $Q_{\text{max}_b}$ are lower and upper bounds in b th direction for $Q_a$ and $S(0,1)$ implies random values in the interval $[0,1]$. Initialization Stage:

The Bernoulli procedure is employed in the first step of the SMO technique to randomly seed a population of N spider monkeys (SM) as equation 7.

$$SMO_{u,v} = \begin{cases} 1, & a < \text{prob} \\ 0, & \text{otherwise} \end{cases}$$ (7)

Where $SMO(u,v)$ is the v$^b$ dimension of the u$^u$ spider monkey, a random integer distributed evenly over the interval $[0,1]$, and prob denotes probabilities with a 0,5 value. An arbitrary produced adequacy solution $SMO_u$ (for minimization challenges) is calculated as follows equation 8:

$$\text{fitness}_u = \begin{cases} 1 + |f_u|, & F_u \leq 0, \\ \frac{1}{1 + F_u}, & F_u \geq 0 \end{cases}$$ (8)

Where fitness $u$ represents considered issue’s fitness functions LL Stage:

In the second stage, the answer is modified based on the knowledge of LL and the team members. To solve a binary optimisation issue, logical AND, XOR, and OR operators were employed. Equation 9 represents the position update equation:

$$SMO_{u,v} = \begin{cases} SMO_{u,v} \oplus \left( b \otimes (l(k,v) \oplus SMO_{u,v}) \right) + \left( b \otimes (g(l,v) \oplus SMO_{u,v}) \right), & \text{rand} \geq pr \\ \text{use equation 1}, & \text{otherwise} \end{cases}$$

where $SMO(u,v)$ and $SMO(u,v)$ is the u$^u$ SMO’s previous and previous position in the $v$th dimension, $l(k,v)$ represents the kth groups’ LL in $v$th dimensions, while $d$ and $b$ are binary random values in the interval $[0, 1]$ and $\otimes, \oplus, +$ are logical AND, ORand XOR, operators individually, while pr specifies the perturbation rate GL Stage.
In this stage, each SM updates its position or velocity update equation based on the data that is available to the other members and group leader. Positions are changed based on the probability indicated by equation 10:

\[
P_u = 0.9 \times \frac{\text{fitness}_u}{\text{maximum_fitness}} + 0.1\quad (10)
\]

where \( P_u \) signifies the probability, \( \text{fitness}_u \) signifies the fitness of \( u \)th SM and maximum fitness signifies group’s level of greatest fitness. Equation 11 represents the positional update equations of this stage:

\[
\text{SMO}_{n,v} = \text{SMO}_{n,v} \oplus \left( b \oplus (g_{l,v} \oplus \text{SMO}_{n,v}) \right) + \left( d \oplus (\text{SMO}_{n,v} \oplus \text{SMO}_{n,v,v}) \right)\quad (11)
\]

where \( g_l \) signifies GL in \( v \)th dimensions LL Learning Stage:

Each participant updates their position throughout this phase, and the person who performs the best is selected to serve as the local authority. This procedure will keep going until the local leader no longer sends forth updates. When a certain amount of updates pass without the LL being updated, the LL number is incremented by 1 GL Learning Stage:

The LL’s status as the best group is reflected in the GL’s new location. When the world leader ceases updating, this process will continue. If, after a predetermined number of updates, the GL fails to update, the GL number is raised by one LL Decision Stage:

The positions of all group members are adjusted as follows if the counts of LL above a certain threshold, LL.

\[
\text{SMO}_{n,v} = \begin{cases} 
\text{SMO}_{n,v} \oplus \left( b \oplus (l_{ll,v} \oplus \text{SMO}_{n,v}) \right) + \left( b \oplus (g_{l,v} \oplus \text{SMO}_{n,v}) \right), & \text{rand} \geq pr \\
\text{use equation 1, otherwise}
\end{cases} \quad (12)
\]

**Global Leader Decision Stage**

While the final step of the SMO approach, if there are more global leaders than a certain amount, the GLL, the bigger set is divided into a minor group. The LL’s status is updated and the GL combines to form a single team when the maximum number of groups has been established.

**Data Transmission using Hybrid Cryptography and End to End Security Model**

The suggested method employs the RSA and AES techniques. Plaintext is separated into two blocks here. AES is used to encrypt the block’s first section, and RSA is used as the second one. Phase 1 generates ciphertext1 and ciphertext2 on the sender side, which are subsequently transferred to the receiver through a wireless channel. Phase 2 decrypts the data and retrieves the original text. The recommended method is used in two steps: Two procedures are involved in the first step: encryption and plaintext splitting. In the second phase, plaintext 1,2 is converted to plaintext and two decryption operations are performed. Figure 1 depicts the overall structure of the suggested technique.

![Diagram](https://doi.org/10.56294/sctconf2024650)
Phase 1: Encryptions

The plain text has been separated into two sections: plaintext 1 and plaintext 2. Figure 5 depicts the first part of the procedure. Using AES, plain text 1 is turned into ciphertext 1. AES uses a strong secret key for decryption and encryption. Figure 2 depicts the first part of the method. Plaintext 2 is encrypted with RSA to create ciphertext 2.

![Figure 2. Phase 1 Encryption Phase](image)

Phase 1- AES Encryption Process

The AES method is separated into three parts: encryption, decryption, and key generation. A plaintext is subjected to four various types of modifications. These are sub bytes, mix columns, add round key and shift rows.

- **Input:** Substitution Box (S-Box), Plaintext1 (PT1), Key
- **Output:** Ciphertext1 (CYT1)

1. **Step 1- sub bytes:** Plaintext is divided into states. Each byte of the state are replaced using S-Box.
   - Plaintext (PT1) → states (s1, s2, s3, s4...s16)
2. **Step 2- Shift Rows:** Shift rows have shifted the row of the states to the left side.
   - States (s) (Left Shift) → states (s')
3. **Step 3- Mix columns:** Mix column is a function, and it transfers the state column by column. It can multiply a state with a constant matrix.
   - States (s) Mix column → States (s')
4. **Step 4 - Add Round Key:** Add round key with a state. Make a plain text into unreadable format.
   - States (s) (Add round Key) → Ciphertext1 (CYT1)

Phase 1- RSA Encryption Process

- **Input:** Plaintext 1 (PT2), two prime numbers t1, t2, RSA Public Key {n,e}
- **Output:** Ciphertext2 (CYT2)

1. **Step 1:** Select two Prime numbers t1, t2,
   - compute n=t1*t2
   - p1 (n)=(t1-1) *(t2-1)

2. **Step 2 Encryption:** Ciphertext2 (CYT2) → Plaintext2 (PT2)^e mod n

Phase 2: Decryption Process

- **Phase 2: Decryption Algorithm (Receiver side Process)**
- **Input:** ciphertext1 (CYT1), Ciphertext2 (CYT2), AES, RSA
- **Output:** Plaintext (P), Plaintext1 (PT1), Plaintext2 (PT2)

1. **Step 1:** AES decryption Ciphertext1 (CYT1) → Plaintext1 (PT1)
2. **Step 2:** RSA decryption Ciphertext2 (CYT2) → Plaintext2 (PT2)

3. **Step 3:** Combined the Plaintext1 (PT1), Plaintext2 (PT2) → Plaintext (P)

The AES and RSA techniques are used in phase 2 decryption methods. Ultimately, plaintext1 and plaintext2 are produced. On the receiver side, combine the two plaintexts. Figure 3 depicts the decryption procedure.
Phase 2- AES decryption Process
Input: Ciphertext1 (CYT1), substitution Box (s-Box)
Output: Plaintext1 (PT1)
Step 1- Rev (Sub bytes): Plaintext is divided into states. Each byte of the state is replaced using S-Box.

\[ \text{Plaintext1 (PT1)} \rightarrow \text{states (s1, s2, s3, s4,... S16)} \]

Step 2- Rev (Shift Rows): Shift rows have shifted the row of the states to the left side.
states (s) (Left Shift) \rightarrow states (s’)
Step 3- Rev (Mix Columns): Mix Columns is a function, and it transfers the state column by column. It can multiply a state with a constant matrix.
states (s) (Mix column) \rightarrow states (s’)
Step 4- Rev (Add Round Key): Add round key with a state. Make a plaintext into unreadable format.
states (s) (Add Round Key) \rightarrow \text{Ciphertext1 (CYT1)}

Phase 2-RSA decryption Process
1. Input: Ciphertext2 (CYT2), two prime numbers t1, t2, RSA Public Key \{n,e\}, private key \{d\}
2. Output: Plaintext1 (PT2)
3. Step 1: compute \( ed = 1 \mod (t1-1) (t2-1) \)
4. Step 2: Decryption: Plaintext1 (PT2) \rightarrow \text{ciphertext2 (CYT2)}^e \mod n

RESULTS AND DISCUSSION
The outcomes of the suggested SMOFCM are discussed. The answers were developed using MATLAB. Several constraints are used to assess the effectiveness of the proposed SMOFCM, including throughput, energy consumption, and network lifetime. The suggested structure is compared to accepted methods using K-means, \(^{18}\) DRESEP, \(^{19}\) and SMOTECP, \(^{20,21}\) The simulation parameters of the recommended SMOFCM architecture are shown in table 1.

<table>
<thead>
<tr>
<th>Simulations</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node Counts</td>
<td>100</td>
</tr>
<tr>
<td>Network Area Sizes</td>
<td>100m × 100m</td>
</tr>
<tr>
<td>Locations of BS</td>
<td>(50,50)</td>
</tr>
<tr>
<td>Packet sizes</td>
<td>4000 bits</td>
</tr>
<tr>
<td>CH Counts</td>
<td>10</td>
</tr>
<tr>
<td>Simulation times</td>
<td>400 s</td>
</tr>
<tr>
<td>Initial Energies</td>
<td>50</td>
</tr>
</tbody>
</table>

Energy Consumption
The term “energy consumption” refers to the entire energy consumption of a system when transmitting a
The lifetime of a network is the amount of time it is fully operational. As they travel over the network, route requests are determined at each node.

**Throughput**

Throughput implies data packets counts that successfully arrive at BS.

![Figure 4. Performance Analysis of Energy Consumption](image)

Figure 4 compares the recommended SMOFEM's energy consumption to that of the prior systems shown in figure 2 (DRESEP, K-MEANS and SMOTECP), and the latter approach provides a longer network lifespan. Time in the simulation is below 20, 40, 60, 80, and 100.

![Figure 5. Performance Analysis of Network Lifetime](image)

Figure 5 shows the network lifetime with various node numbers. The recommended SMOFCM-HC approach achieves the highest lifespan up to 100 rounds, whereas the K-Means approach achieves the lowest lifetime up to 100 rounds.
Figure 6. Performance Analysis of Throughput

Figure 6 displays the comparison between the simulation results and the conventional techniques. K-Means only received the lowest quality data packets. A considerable number of data packets have been obtained by the recommended approach at the BS when compared to K-MEANS, DRESEP, SMOTECP, and SMOFCM-HC.

Figure 7. Performance Result of Encryption Time

According to figure 7, the length of time required for encryption increases with key size. The suggested method AES-RSA separates the plaintext into partitions, which speeds up the encryption procedure in comparison to RSA-ECC and AES-MD5.

Figure 8. Performance Analysis of Decryption Time
Decryption time increases with key size, as shown figure 8. The suggested system AES-RSA separates the ciphertext into partitions, which speeds up the decryption process compared to RSA-ECC and AES-MD5.

**Figure 9.** Performance Analysis of Total Execution Time

Figure 9 Depending on the key and text sizes, the overall execution time varies. Here, RSA-ECC and AES-MD5 take longer to run than the suggested system.

**CONCLUSION**

This work develops a novel SMOFCM technique to increase network lifetime and reduce energy consumption. The Cluster Head (CH) is chosen by optimization techniques, and the fuzzy C-Means clustering framework is mostly used with the suggested strategy to achieve cluster formation. An approach based on hybrid cryptography provides secure data transfer in WSN. One key is tracked for decryption and encryption using symmetric-key cryptography. Thus, it has a quick computation rate. Information can be shared very securely with an asymmetric key. Both can offer increased defence against assaults on wireless networks. This paper introduces a new two-phase cryptography method that combines symmetric and asymmetric techniques. The findings demonstrate that the recommended technique outperforms than the conventional strategies, lengthening network lifetime and using less energy. The safe data transmission in WSN is improved by the hybrid symmetric and asymmetric cryptographic procedure.
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